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ABSTRACT

Sanmpl e sizes necessary to detect changes between 2 yr in the total annual’
popul ati on abundance of juvenile groundfish in the northwestern GQulf of Al aska
were estimated using Monte Carlo simulation for a statistical test described
by Brown and Forsythe.-- Parameters for sinmulations were estimted from actua
bottom trawl survey data, covering 12 geographic regions and 3 yr, by the
met hod of maxi mum li kel ihood; these data were described in detail in earlier
reports. The catch per unit effort (CPUE) data from these surveys were
generally heteroscedastic and skewed. Fishing effort was neasured by
calculating an estimate of area swept during tows of the survey trawl net.
Total abundance in each region was estinmated by nultiplying the sanple nmean of
CPUE in that region by the area of the region. Fish catches were usually
simulated using a negative binomal distribution. The two parameters of the
negative binomal distribution were nade into functions of fishing effort and
nmean fish abundance in such a manner that nean catch was proportional to
effort and to nmean abundance, and CPUE variance was a power function of nean
CPUE.

Simul ated survey data covering 2 yr were anal yzed using anal ysis of
variance (ANOVA), but the usual constraints on ANOVA coefficients were
nodi fi ed because the areas of the geographic regions were unequal. In
addition, the usual F-test of the significance of differences between years
was nodified to account for heteroscedasticity using the method of Brown and
For syt he. In simulations using sanple sizes of 180 haul s/year (about
0.12 hauls per square kilometer-for each of the 12 geographic regions),the
predicted probability was greater than 87% of correctly detecting the

direction of a change by a factor of 3.16 in annual abundance of young-of-the-

year walleye pollock, Theragra chalcOgramma.nghe corresponding probabilities
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of correctly detecting the direction of a change by a factor of 10 in annua

abundance of 1-yr-old walleye pollock? 1-yr-old sablefish, Anoplopoma finbria

and young-of-the-year Pacific cod, Gadus nacrocephal ue, were greater than 93%

94% and 48% respectively.

Sinul ated surveys were also used to test the validity of some statistica
met hods commonly used with this type of data. The nethod of Brown and
Forsyt he worked reasonably well for 2 yr of data despite heteroscedasticity
and non-nornmality as long as at |east 2 hauls/year were allocated to each
geographi c region, but some other method may be necessary for nore than 2 yr
of data. The validity of the method of Brown and Forsythe suggests that the
het eroscedasticity of this data may be nore crucial than non-nornmality in
selecting a valid statistical test of the significance of differences in tota
abundance between years. In contrast, application of ordinary ANOVA to CPUE
data transformed using |og(CPUE+l) , rank, or power transfornations worked
poorly, especially when geographic region by year interactions in abundance
were present. Wen the null hypothesis of no difference in total abundance
between years was true, the expected probability of rejecting the nul
hypot hesis was 5% and geographic region by year interactions in abundance
were present, then estinated probabilities of rejecting the null hypothesis
were greater than 60% in sonme cases in simulations using the |og(CPUE+ )
transformation. There are theoretical reasons to expect that simlar problens
will occur in general if total abundance is estimated as in this paper,
ordinary ANOVA is applied to CPUE data transfornmed with any nonlinear
transformati on, and geographic region by year interactions are present.

Limtations of this study and suggestions for further research are also

di scussed.
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| NTRODUCTI ON

This study, the final paper in a series of three reports, presents the
results of an analysis of sanple size requirenments necessary to detect changes
in year-class strengths of one or two juvenile age groups of three
commercially inportant species of groundfish in the northwestern Qulf of
Alaska. Each year-class strength was estinmated using an area swept nethod
described in Smith and Bakkal a (1982: equations 13-14), except that nunber of
individuals instead of biomass was estimated. The age groups analyzed were

young- of -t he-year and 1-yr-old walleye pollock, Theragra chal cogranm; 1-yr-

ol d sabl efish, Anoplopoma finbria; and young-of-the-year Pacific cod, Gadus

macr ocephal us. The data used for this analysis were collected in 12 major

inlets of Kodiak Island and al ong the central Al aska Peninsula during the
nont hs August - Sept enber 1980-82 as part of trawl surveys to assess the
abundance of shrinmp populations. The surveys were conducted by the Al aska
Department of Fish and Gane (ADF&G, but biologists from the National Marine
Fi sheries Service (NWS) also participated to nmake possi bl e increased sanpling
of juvenile fish. Detailed descriptions and initial analyses of these surveys
are given in the first two reports of this series, Smith et al. (1984) and
VWalters et al. (1985). These reports described the geographical distribution
and abundance of juvenile age groups of mmjor fish species, and their annual
variations: provided initial evaluations of the feasibility of neasuring year-
class strengths? related results to other research in the region; and provided
recommendations for further work.

Al though the primary goal of this final study was to estinate sanple size
requi rements, a nunber of problens had to be solved before this was possible.

First, statistical characteristics of the survey data had to be further



eval uated. Then an appropriate statistical test had to be found to detect
differences in year-class strength between years. And, finally, a method had
to be chosen and inplenmented to estimate the sanple size requirements for this
test.

The statistical and mathematical methods rel evant to the above three
problens are discussed in this paper, and inportant statistica
characteristics of the survey data are presented. The statistical mpdels and
paraneter estinmates used to describe the survey data are listed, and the
statistical test which was selected to detect differences in annual popul ation
size between 2 yr (Brown and Forsythe 1974a) is presented. It is shown why
common statistical tests based on nonlinear variance-stabilizing
transformations were inappropriate. The use of Mnte Carlo sinulation to-
estimate sanple size requirements for the selected statistical test is
described and the resulting estinmates presented. Limitations of this study,
conclusions, and suggestions for further research conplete the paper.

Eventually it may be possible to use juvenile year-class strengths to
provide warning a year or nore in advance of possible strong or weak-year-
class recruitment to conmercial fisheries. The reliable detection of
significant changes in juvenile year-class strengths by neans of adequate
sanmpling and appropriate statistical tests appears to be a prerequisite for

such a nethod.



MATERI ALS AND METHCDS
Background

Anal ysi s of variance (ANOVA) has often been used to determ ne which
changes in a continuous dependent variable can be attributed to one or nore
categorical variables. In this study, for exanple, one wi shes to determ ne
what changes in year-class population density can be attributed to changes in
the categorical variables "year" and "geographical location.” It is
frequently assumed in ANOVA that each measurement is statistically
i ndependent, that effects due to the independent variables are fixed, and that
any-variation (randomerror) not caused by the independent variables has a
normal (Gaussian) distribution with constant variance. The assunption that'
the variance is constant inplies that it is independent of any changes in the
i ndependent variables. An ordinary F-test is appropriate when these
assunptions are essentially net. Published charts of the power of the F-test
can be used to determne approxi mate sanple sizes needed to detect specified
changes using ANOVA in conjunction with an ordinary F-test under these
assunptions (Scheffe 1959: section 2.8). However, in this study, catch per
unit effort (CPUE) variances were not constant with changes in year and
stratum but were heteroscedastic ("heteroscedastic" is a statistical term
whi ch means that the variances were not constant). In addition, the CPUE data
were highly skewed and therefore non-nornmal (e.g., Smith et al. 1984: fig. 9).
For these reasons, sanple size requirements were not determned using charts
of the power of the F-test. |Instead, the perfornance of different sanple
sizes was evaluated using Mnte Carlo sinulation.

Sinul ation may be defined as a nunerical conputational technique for

conducting experinents,. It utilizes mathematical and |ogical nodels that



describe the behavior of a system or system component. Monte Carlo sinulation
may be defined as simulation which includes stochastic sampling froma
probability distribution or distributions (Rubinstein 1981: 6,11).

An inmportant consideration in the design of the sinulation node
described in this paper was that variance of CPUE in a given year and stratum
appeared to be a power function of mean CPUE. A weighted negative binom al
nodel described by Bissell (1972) and used by Zweifel and Smith (1981) to
nodel fish catches was nodified to account for this power function
relationship,, and used to nodel fish catch in each sinulated survey traw
haul. Each haul was considered to be one "sanple." The assunptions in the
modi fied nodel were: 1) the estimated count of fish in the catch of each hau
had a negative binomal, Poisson, or binomal probability distribution;
2) catch counts were stochastically independent of counts in other hauls;
3) mean catch was a linear function of fishing effort and fish popul ation
density in the environment; 4) fishing effort was nmeasured essentially w thout
error; 5) variance of CPUE was essentially a power function of fish density:
and, 6) nmean fish density was constant in a given year and geographic |ocation
(stratum. In this paper, CPUE is defined to equal catch divided by effort;"
consequent|y assunptions 3 and 4 inply that the catch variance was
proportional to the square of the fishing effort. The paraneters in this
nodel are the fish densities in each year and stratum and a nmultiplier and
exponent used to calculate CPUE variance as a power function of fish density.
Both the nodel of Bissell (1972) and the nodel used in this paper are exanples
of nmpbdels which are linear except for nonlinear, non-nornmal, heteroscedastic
error ternms. The nethod of maximum|likelihood (M) is widely applicable to
estimating paranmeters of distribution functions (Rao 1973: 354), and has

certain optiml properties (Mod et al. 1974: 284-286, 358-360). For



instance, in many cases M. estimates are asynptotically unbiased and
asynptotically of mnimm variance. Uilizing the M. method has the

di sadvantage that estimates often nust be calculated iteratively, which may
require large amounts of computer tine. In addition, for some distribution
functions, poor starting points for the iterations may cause a failure to
converge to the true M. estimates of the paraneters. However, M. was

consi dered the nmethod of choice to estinmate paraneters for the negative

bi nom al nodel (Bliss and Fisher 1953) and the weighted negative binom a
model of Bissell (1972). Since the nmodel used in this study usually assunes
an underlying negative binomal distribution, M. was al so used to estimte its
paraneters.

The data used in this study were collected in a total of 366 traw hauls
made in 12 different geographic regions in the Gulf of Al aska (Fig. 1,

Table 1) in August-September of 1980-82; Smith et al. (1984) describe and
present results of initial analyses of this data. The allocation of sanpling
effort (nunber of hauls per region per year) was not proportional to the areas
of the regions given in Table 1, further information regarding the allocation
of sanpling effort is given in Smith et al. (1984: 10-12).

Estimated counts of fish at age and estimtes of fishing effort were
analyzed in this study. Estinmated counts were determned as follows. The
entire catch was weighed, and a sanmple (sanple A) of the catch was selected as
described by Hughes (1976). Sanmple A was sorted to the lowest feasible
taxonom ¢ group (usually species) , and each taxonom c group was wei ghed and
counted. For species of interest, a sanple (sanple B) was selected from

sample A, and the ages of fish in sanple B were estimated using nethods
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Figure 1.--Map of the study area in the northwestern Qulf of Al aska show ng
the 12 strata used for estimating juvenile fish abundance, 1980-82

(Smth et al. 1984).



Table 1.--Survey areas used in the northwestern GQulf of Alaska for estinating
and sanpling effort,

juvenile fish abundance,

geographi c areas,

1980-82 (after Smith et al. 1984: table 1).
Geographic area Number of tows

Stratum” (km?) 1980 1981 1982 Total
Castle Bay 28.5 4 4 4 12
Chignik Bay 114.0 9 8 7 24
Kujulik Bay 74.0 10 11 10 31
Wide Bay 25.8 6 6 6 18
Alitak Bay 426.6 18 $ 29 21 68
S. Sitkalidak Strait 235.8 12 12 16 40
Kiliuda Bay 154.2 10 10 9 29
Ugak Bay 91.9 11 11 10 32
Chiniak Bay 58.2 6 10 8 - 24
Marmot Bay 195.9 11 12 16 39
Uganik Bay 69.6 8 8 7 23
Uyak Bay 88.2 9 9 8 26

Total 1562.7 114 130 122 366

*See Figure 1.



described in Smith et al. (1984: 13-15). Counts of a given species i at age j

inagiven tram haul were then estimated by

(Wp/Wa) x (Np3/Npy) x (Wgiq), (1)

where WI is the total weight of the catch, WA is the total weight of sanple A
Ny is the nunmber of fish in sample A of species i, Ny. is the nunmber of fish
in Sanple B of species i, and Ng; is the estimted nunber of fish in sanple B
of species i, and age j. Consequently, estimated counts of fish at age were
not necessarily integers.

Fishing effort was measured by estimating the area swept by a 61-foot
(19-meter) shrinp trawm net during a tow i.e., the estimated area swept
equal ed the distance traveled during the trawl haul multiplied by an assuned
path width of 9.75 m The net was towed using 1.7 x 2.7 m V-doors
(otterboards), weighing approximately 540-590 kg, to spread the net. The
distance traveled during the haul was measured using Loran-C or radar fixes;
it was intended that the standard tow be either 15 or 30 min in duration
(Smith et al. 1984: 12). The resulting estimtes of effort had a range of
0.52 x 10* m® to 3.54 x 10* m’. Wathne (1977: 21-22) described three tows
using 370 kg, 1.5 x 2.1 m V-doors and suggested that between-tow variability
in path width may be of sone significance with this gear; fromthis data an
assumed nean path width of 9.75 m appears reasonable for tows using 1.5 x
2.1 mV-doors. In NWAFC (1981), 11 tows are described which used 363 kg,
1.5Xx 2.1 m V-doors and resulted in mean path widths in a range of about 4.6-
13.1 m and 11 tows are described which used 526 kg, 1.5 x 2.1 m V-doors and
resulted in mean path widths in the range 9.1-12.2 m. Despite the different
V-door size in the present study, it was assumed that nean path wi dths equal ed

9.75 m



The heteroscedasticity and non-nornality of the CPUE data were inportant
characteristics considered when sel ecting an appropriate statistical test of
popul ation size changes. It is expected that these characteristics would not
be greatly changed if better estimates of path width were available. Relative
popul ati on size estimtes also mght not be greatly affected. However, the
estimates of absolute popul ation size used in this study are inversely
proportional to the path width assuned, so that estimates of the probability
of detecting specified changes in absolute popul ation size may be affected to
some degree by this assunption.

The CPUE estinmates (catch divided by effort) used in this study have
units of nunber/ 10,000 nf and are summarized in Tables 2-5. The sanple
coefficient of skewness is defined as the third sanple monent about the mean
divided by the 1.5th power of the 'second sanple nmoment about the nean
(Snedecor and Cochran 1980: section 5.13). It is a nmeasure of the degree of
symmetry of the data; a sanple coefficient of skewness close to zero indicates
that the data appears symretric. |If the CPUE data were symmetrically
distributed, the sanple coefficient of skewness (gl) shown in Tables 2-5 woul d
be expected to be less than zero with the sane frequency as it was greater
than zero. However, it was less than zero only 4 tines, but greater than zero
100 times. For each of the four species or age groups in Tables 2-5, a two-
sided statistical test based on tables of the binomal distribution showed
that the count of negative values of the sanple coefficient of skewness was
significantly different at the 99.6%level fromthe count of positive val ues
of the sanple coefficient of skewness, under the null hypothesis that the data
were symetrically distributed. In each case the count of positive sanple
coefficients of skewness was greater than the count of negative sanple

coefficients of skewness.



Table 2.--Summary statistics describing catch per

10

uni t

effort

(CPUE) of

young- of -t he-year wal | eye pol | ock, by year and stratum in the
northwestern Gulf of Al aska.

Number

Sample
of Sample Sample coefficient

Year Stratum hauls mean variance of skewness*

(no./10,000 m?) ([no./10,000 m?]2?)

1980 cCastle 4 6.64 x 101 6.24 x 103 1.597
Chignik 9 9.77 x 101 9.94 x 103 1.203
Kujulik 10 2.71 x 102 1.99 x 105 2.759
Wwide 6 6.80 x 102 1.55 x 103 -0.932
Alitak 18 2.01 x 102 1.39 x 10° 2.881
Sitkalidak 12 8.66 x 101 7.93 x 104 3.443
Kiliuda 10 5.00 x 107 2.01 x 104 3.094
Ugak 11 4.34 x 102 3.08 x 10° 1.297
Chiniak 6 3.19 x 103 4.34 x 107 '2.430
Marmot 11 1.84 x 102 1.20 x 10° 2.271
Uganik 8 0.0 0.0 0.000

_Uyak 9 2.26 x 101 4.06 x 103 2.981

1981 cCastle 4 2.45 x 102 1.14 x 10° 1.958
Chignik 8 3.54 x 102 1.32 x 10° 1.003
Kujulik 11 5.55 x 102 1.34 x 106 3.166
Wide 6 1.00 x 103 6.55 x 10° 1.104
Alitak 29 3.96 x 103 8.16 x 107 4.110
Sitkalidak 12 1.13 x 102 2.16 x 104 1.575
Kiliuda . 10 9.72 x 102 3.93 x 10° 2.451
Ugak 11 3.24 x 103 1.78 x 10’ 2.073
Chiniak 10 1.71 x 103 3.56 x 106 0.856
Marmot 12 6.11 x 102 1.05 x 10° 2.650
Uganik 8 1.80 x 102 2.14 x 103 2.820
Uyak 9 5.40 x 101 5.56 x 103 1.319

1982 cCastle 4 3.26 x 101 5.40 x 102 -1.247
Chignik - 7 9.04 1.42 x 102 1.691
Kujulik 10 1.19 x 102 6.18 x 104 3.080
Wide 6 3.62 x 102 1.15 x 103 1.066
alitak 21 2.33 x 102 8.93 x 104 1.319
Sitkalidak 16 2.01 x 101 1.07 x 103 2.261
Kiliuda 9 8.12 x 101 1.05 x 104 0.965
Ugak 10 1.25 x 102 1.50 x 10° 3.162
Chiniak 8 3.60 x 102 2.82 x 10° 1.355
Marmot 16 4.79 x 102 1.23 x 10° 2.605
Uganik 7 9.66 6.53 x 102 2.646
Uyak 8 1.39 x 10! 8.52 x 102 2.261

*The sanple coefficient

about

the mean (Snedecor

of skewness is defined as the third sanple moment
about the nean divided by the 1.5" power of the second sanpl e nonent

and Cochran 1980: section 5.13).
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Table 3.--Sunmary statistics describing catch per unit effort (CPUE) of
1-yr-old walleye pollock, by year and stratum in the
northwestern Qulf of Al aska.

Number Sample
of Sample Sample coefficient
Year Stratum hauls mean variance of skewness”

(no./10,000 m?) (({no./10,000 m?]?)

103 3.10

1980 cCastle 4 7.18 x x 107 0.415
Chignik 9 2.54 x 103 1.96 x 107/ 1.991
Kujulik 10 8.24 x 102 - 1.68 x 108 2.973
Wide 6 1.35 x 102 1.32 x 104 0.035
Alitak 18 3.96 x 102 2.99 x 10° 1.554
Sitkalidak 12 8.04 x 101 6.49 3.417
Kiliuda 10 0.0 0.0 0.000
Ugak 11 3.57 1.41 x 102 3.317
Chiniak 6 0.0 - 0.0 0.000
Marmot 11 1.36 x 101 ‘ 1.64 x 103 3.289
Uganik 8 1.44 x 102 4.22 x 104 1.341
Uyak 9 1.81 x 102 3.74 x 104 0.746

1981 Castle 4 7.85 x 101 2.17 x 103 0.211
Chignik 8 5.17 x 102 1.75 x 105 0.310
Kujulik 11 5.88 x 10 5.23 x 103 2.644
‘Wide 6 3.96 x 102 4.58 x 10° 2.288
Alitak 29 4.60 1.97 x 102 4.472
Sitkalidak 12 2.25 x 101 1.92 x 103 2.937
Kiliuda 10 3.12 x 10! 4.86 x 10 2.881
Ugak 11 2.57 7.26 x 10 3.317
Chiniak 10 4.61 x 10! . 4.39 x 103 2.062
Marmot 12 2.87 x 102 3.96 x 10° 3.104
Uganik 8 1.15 x 102 5.86 x 104 2.260
Uyak 9 1.84 x 102 7.01 x 104 1.651

1982 castle 4 4.07 x 102 1.51 x 103 0.583

' Chignik 7 6.90 x 101 6.79 x 103 1.534
Kujulik 10 1.43 x 102 1.16 x 104 0.361
wide 6 8.49 x 101 8.18 x 103 1.437
Alitak 21 7.37 x 102 3.99 x 10° 4.058
Sitkalidak 16 3.45 x 101 1.49 x 104 3.970
Kiliuda 9 2.96 2.13 x 10 1.127
Ugak 10 6.78 x 101 1.94 x 104 1.816
Chiniak 8 3.17 x 101 8.04 x 101 2.828
Marmot 16 1.09 x 101 2.86 x 102 1.452
Uganik 7 2.15 x 102 1.87 x 10° 2.271
Uyak 8 5.34 x 102 2.02 x 10° 2.815

*The sanple coefficient of skewness is defined as the third sanmpl e nonent
about the nean divided by the 1.5t" power of the second sanple nonent
about the mean (Snedecor and Cochran 1980: section 5.13).



Table 4. --Summary statistics describing catch per
1-yr-old sablefish by year

12

and stratum

uni t

effort

(CPUE) of

in the northwestern Qulf

of Al aska.
Number Sample
of Sample Sample coefficient

Year Stratum hauls mean variance of skewness”

(no./10,000 m2) ([no./10,000 m?]2)

1980 Castle 4 6.31 x 10} 7.97 x 103 1.414
Chignik 9 5.71 x 10" 4.72 x 103 1.090
Kujulik 10 7.56 x 101 8.97 x 103 2.573
Wide 6 1.85 x 107 2.04 x 10”1 2.449
Alitak 18 2.63 x 107! 5.88 x 107! 2.730
Sitkalidak 12 2.49 6.87 x 101 3.455
Kiliuda 10 0.0 0.0 0.000
Ugak 11 0.0 0.0 0.000
Chiniak 6 4.09 x 10~ 2.31 x 10~ 0.527
Marmot 11 2.89 x 1071 4.62 x 107" 2.352
Uganik 8 3.95 7.44 x 10 2.427
uyak 9 0.0 0.0 0.000

1981 cCastle 4 5.53 2.17 x 101 -0.166
Chignik 8 2.86 1.92 x 10! 2.195
Kujulik 11 1.18 x 101 5.43 x 10! -0.046
wide 6 0.0 0.0 0.000
Alitak 29 0.0 0.0 0.000
sitkalidak 12 1.90 x 101 4.35 x 10”1 3.464
Kiliuda 10 6.09 x 10°1 1.71 1.936
Ugak 11 0.0 0.0 0.000°
Chiniak 10 5.99 x 1072 3.58 x 1072 - 3.162
Marmot 12 0.0 0.0 0.000
Uganik 8 1.20 '4.83 2.422
Uyak 9 8.55 x 10™2 6.57 x 1072 3.000

1982 Castle 4 6.57 x 10~1 9.14 x 10~1 1.526
Chignik 7 3.10 x 107" 6.74 x 107" 2.646
Kujulik 10 1.32 x 10! 3.50 x 102 2.149
Wide 6 1.74 1.82 x 10! 2.449
Alitak 21 0.0 0.0 0.000
sitkalidak 16 2.56 1.05 x 102 4.000
Kiliuda 9 ' 2.94 x 10”1 3.52 x 10”1 1.761
Ugak 10 3.03 x 10”1 2.89 x 10”1 1.620
Chiniak 8 7.28 1.70 x 102 2.134
Marmot 16 1.31 x 101 5.34 x 102 2.202
Uganik 7 0.0 0.0 0.000
uyak 8 0.0 0.0 0.000

*The sanpl e coefficient of skewness is defined as the third sanpl e nonent'’
about the mean divided by the 1.5th power of the second sanple nonent
and Cochran 1980: section 5.13).

about the nean (Snedecor
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Table 5.--Summary statistics describing catch per unit effort (CPUE) of
young- of -t he-year Pacific cod, by year and , stratum in the
northwestern Qulf of Al aska

Number ‘ Sample
of Sample Sample coefficient
Year Stratum hauls mean variance of skewness®

(no./10,000 m2) ([no./10,000 m?]2)

1980 castle 4 0.0 0.0 0.000
Chignik 9 0.0 0.0 0.000
Kujulik 10 0.0 0.0 0.000
Wide 6 2.22 2.94 x 101 2.449

 Alitak 18 0.0 0.0 0.000
- sitkalidak 12 0.0 0.0 0.000
. Kiliuda 10 0.0 0.0 0.000
‘Ugak 11 0.0 0.0 0.000
Chiniak 6 0.0 0.0 0.000
Marmot 11 0.0 0.0 0.000
Uganik 8 0.0 0.0 0.000
‘Uyak 9 0.0 0.0 0.000

1981 Castle 4 0.0 0.0 0.000
Chignik ‘ 8 0.0 0.0 0.000
Kujulik 11 1.99 x 10~1 4.37 x 10~} 3.317
Wide 6 1.00 x 102 2.08 x 104 2.054
Alitak 29 1.97 x 101 2.86 x 103 4.891
sitkalidak 12 0.0 0.0 0.000
Kiliuda 10 0.0 0.0 0.000
Ugak 11 0.0 0.0 0.000
Chiniak 10 3.32 1.10 x 102 3.162
Marmot 12 0.0 0.0 0.000
Uganik 8 0.0 0.0 0.000
Uyak 9 0.0 0.0 0.000

1982 cCastle 4 0.0 0.0 0.000
Chignik 7 0.0 0.0 0.000
Kujulik 10 7.20 x 10~1 5.18 3.162
wide 6 2.33 x 101 1.18 x 103 1.044
Alitak 21 1.99 9.83 1.303
Sitkalidak 16 0.0 0.0 0.000
Kiliuda 9 0.0 0.0 0.000
Ugak 10 0.0 0.0 0.000
Chiniak 8 0.0 0.0 0.000
Marmot 16 0.0 0.0 0.000
Uganik 7 0.0 0.0 0.000
Uyak 8 5.57 "1.55 x 102 2.504

*The sanpl e coefficient of skewness is defined as the third sanple noment
about the nean divided by the 1.5th power of the second sanple noment
about the nean (Snedecor and Cochran 1980: section 5.13)
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This indicates that the data are not symretrically distributed but
general ly have positive skewness, and that this asymmetry is not alleviated by
stratifying by year and geographical region. Since the nornal (Gaussian)
distribution is symetric, this also indicates that the data are non-nornal
Figure 2 shows a histogramof a subset of this data with a typical sanple
coefficient of skewness. The non-normality and asymmetry of the subset are
evident: in fact, the underlying probability density function may well be
strictly nonotone decreasing.

Anot her characteristic of the data was the frequent occurrence of zero
catches. Catch per unit effort values cannot be less than zero, but values
equal to zero frequently occurred. No young-of-the-year pollock were caught
in 109 hauls, no 1-yr-old pollock in 171 hauls, no 1-yr-old sablefish in 283
haul s, and no young-of-the-year Pacific cod in 328 hauls.

From Tables 2-5, it is evident that the data are heteroscedastic. For a
given species or age group, the nmaxi num sanple variance was nore than 400
times the mnimum nonzero sanple variance. Harris (1975: section 8.2)
recommended that an ordinary F-test not be used in ANOVA if the ratio of the
mexi mum sanpl e variance to the mni mum sanple variance is greater than about
20. Sanple variances equal to zero occurred for each of the species or age
groups. The true underlying variance being nmeasured can plausibly equal zero
for this type of data, because a species or age group may be conpl etely absent
froma region during the tine of the survey, and the resultant popul ation
density estimate of zero would then also have a variance of zero. For this
reason, it seenms unreasonable to assunme that the variance-covariance matri x of
the observations is positive definite; rather it may be only non-negative
definite. This can affect the conputational nethods used- (Searle 1983:

equation 16).
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Figure 2. --H stogramof catch per unit effort (CPUE) of 1l-yr-old walleye
pollock in Alitak Bay in 1980. The sanple coefficient of skewness
is 1.554.
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In all but four cases in Tables 2-5, if the sanple mean was unequal to
zero, then the sanple variance exceeded the nean. Al four exceptions
occurred for sablefish.

It was found that representing the sanple variances as a power function
of the sanple neans provided a good fit to the data, since the log-log plots
of the nonzero sanple means and variances were close to a straight |ine
(Figs. 3-6). The unweighted correlation of the logarithms of the nonzero
sanpl e variances with the logarithnms of the nonzero sanple nmeans was nore than

96% for each of the species or age groups shown.

Statistical Mdels and Parameter Estimation

A three-parameter Weibull distribution (Bury 1975: section 12.11) was
used to nodel the statistical distribution of effort. The Wi bul
distribution is often used to nodel lifetime data; in this case the amunt of
effort expended until the haul was term nated was consi dered anal ogous to
“lifetime." The three-paranmeter Weibull cumulative distribution function used
was

Py

1 - exp( -[(E - P3)/P3] ), (2)
where E is fishing effort (10,000 nf), and P, P, and P, are parameters. The
probability that E < P3 is zero. It was assunmed that the distribution of
fishing effort was independent of geographical region, year, species, and
species density. The probability density function of the three-paraneter
Weibull distribution was fitted using the nethod of maxi mumlikelihood with a
FORTRAN conput er program whi ch used the International Mathematical and

Statistical Libraries (IMSL 1982) subroutine ZXM N. (However, Kappennan
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Figure 3. --Log-10og plot of sanple variance versus sanmple nean of CPUE of

young-of -t he-year walleye pollock, wth weighted | east squares and
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Figure 5. --Log-log plot of sanple variance versus sanple nean of CPUE of
1-yr-old sablefish, with weighted | east squares and maxi mum
likelihood fitted lines.
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young-of -the-year Pacific cod, with weighted |east squares and
maxi mum |ikelihood fitted Iines.
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(1985) has described a nethod of paraneter estimation for the three-paraneter
Wei bul | distribution which appears preferable to the nethod of nmaxi num
likelihood; this new method nmay be used in the future.)

The resulting paraneter estimates were P1 = 3.806, P2 = 1.683, and P3 =
0. 2826. Paraneter Pl is unitless; paraneters P2 and P3 have units of
10, 000 m. Parameter P, was significantly different fromzero at the 96.0%
| evel using a generalized likelihood ratio test (Mod et al. 1974: 440-441).

Figure 7 gives an indication of the goodness of fit of the fitted Wi bul
distribution to the effort data. It appears nost of the lack of fit was
caused by nonrandomtermination of 117 hauls at 0.50 or 1.00 nautical mles
(0.90 x 10* nf or 1.81 x 10* nf); the average duration of these hauls was 17
and 30 nin. Extremely small (<0.55 x 10° nf) and extrenely large (>3.0 x
10* nf) values of effort also occurred nore frequently than expected fromthe
fitted Weibull distribution, but the resulting lack of fit appears minor. In
future work, a double exponential (Laplace) or related distribution may be
used instead of a Weibull distribution in order to inprove the fit.

Addi tional inmprovement to fit nay al so be obtained by separating the hauls
into two popul ations according to whether a duration of 15 or 30 mn was
originally intended, and fitting a different statistical distribution to each
popul ati on.

The statistical distribution of catch was nodeled as follows. Let G,
and, Ej;, be the catch (no.) and fishing effort (10,000 nf) for geographic
region i, year j, species or age group u, and haul v. It is assumed that

~ Psy

var(Cy yuy/Ejjy) = Pgy X [mean(Cy jyy/Ejjy)] ' (3)

where "var" and "nmean" are functions giving the expected value of the nean and

variance, and P, and Py, are parameters. \Wen it is apparent from the
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Figure 7. --H stogram of fishing effort during 1980-82 surveys in the
northwestern GQulf of Alaska, wth graph of expected frequencies
calculated using a fitted Weibull distribution.
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context which species or age group is being referred to; P, and Py, may be-

referred to as P, and P;. The above equation inplies that the variance of

CPUE is a power function of its mean. It is assumed that
mean (G;.) = Ej, X Mj,, @

where M;, 1is the apparent underlying population density (no./10,000 n%.
Al though E;, has a Wibull distribution, it is assumed to be measured wi thout
significant error, so that if E;, is given, it may be treated as a constant.

This inplies that given Ej,,

var(Cyyuy) = var(Ejjy X Cijuy / Eijy) ®)
= (Ey:.)% x var(C, s /E;: )
ijv ijuv’/ "ijv
. P5u
= (Bj;y)" X Py, x [mean(Cyy, /By 4y)]
and
mean(Cjjyy/Eijy) = mean(Cyjyuy)/Eijy (6)
= Ejjv X Mjju / Eijv
= Mjqu -
Conbi ni ng the above two equations gives
2 P5y
var(CijuV) = (Eijv) X Pgy X [Miju] . )

It was assumed that G;, is an integer. Equations 4 and 7 inply that
var(Gj,) could be greater than, equal to, or less than mean (Gj.),
depending on the value of Ej,, P, Ps, and M;, It was almost always the

case in this study that var (Gj,) > 1.01 x mean (Ciju)-
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The negative binomal distribution has often been used to nodel the count
of fish in catches (Zweifel and Smith 1981, Taylor 1953). No test was nade of
t he goodness of fit of the negative binomal to the raw catch data in this
study, and it is possible that there were significant deviations froma
negative binomal distribution, perhaps because sone counts were estimated
usi ng subsanples or because of some other reason. However, examination of the
data indicated that the negative binomal appeared plausible. |t also seens
reasonabl e that inferences drawn in this study assumng a negative binom al
distribution will not be severely affected by plausible deviations fromthis
assunption. Nonetheless, it would be useful to develop sone test of the
validity of an underlying negative binomal distribution.

In addition to the negative binomal, the Poisson and binom al
distributions can be used to nodel counts of fish in catches (Elliott 1977).
The variances of the negative binom al, Poisson, and binom al distributions
are respectively greater than, equal to, or less than the nmean of the
distribution. These distributions were used to model the catch of fish in
this study. Although the bel ow paraneterizations may appear conplex, all
three distributions satisfy Equation 4 exactly, so that expected catch is a
[inear function of effort. In addition, the negative binomal distribution
satisfies Equation 3 exactly, and the Poisson and binom al distributions
satisfy Equation 3 approximately, so that the expected variance of CPUE is
essentially a power function of its expected mnean.

I'f var (G;,) > 1.01 x nean (Gjy), then G Juy “as assumed to have a
negative binom al distribution with the probability density function

Kijuv Cijuv
(Pijuv) x (1 = Pjjuv) (8)

x gamma(kjjyy + Cijuv) / [gamm.a(cijuv + 1) x gamma(kijuv)],
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where

)12/ (var(c, )1, (9)

ljuv) - mean(cC.

k [mean(C; ijuv

ijuv © ijuv

Pijuv = kijuv/[mean(Cijuy) + Kijuvl, ' (10)

gamma is the gamma function, and mean(cijuv) and var(cijuv) are given by
Equations 4 and 7.

If 0.99 x mean(Cjjyy) £ var(Cjjyy) £ 1.01 x mean(Cj yyy) s then Cj4yy was
assumed to have a Poisson distribution with the probability density function

Cijuv

[mean(Cy yyy)] x exp(~ mean(Cjjyy))/gamma(Cyjyy*1), . (11)
where mean(cijuv) is defined by Equation 4.

If var(Cijuv) < 0.99 x mean(Cijuv), then cijuv was assumed to have a

binomial distribution with probability density function

Nji juv
Cijuv Nijuv=Cijuv
(rijuvl x [1 = rijuvl X \Cijuv/ v | (2
where

round('kijuv)' if round(-kijuv) > mean(CijuV)
Nijuvy = ()

1 + round(=kjjyy), if round(=kjjyy) £ mean(Cjjyy).
rijuv = mean(Cijuv)/Nijuvl (14)

"round" is the function which rounds values to the nearest integer and rounds
values ending in 0.5 to the next largest integer, and mean(cijuv) and kijuv

are defined by Equations 4 and 9, respectively.
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The parameters logqgMjiur 1091gP4ur @and Pg, were estimated by the method
of maxi mum |ikelihood using a log |likelihood function based on the negative
bi nom al (Equation 8), whenever the estimte of var (G;,) was greater than
the estimte of mean(G,,). The corresponding estimates of M;, and P, were
cal culated using antilogarithnms. It was not found necessary to include the
Poi sson and binomi al distributions (Equations 11 and 12) in the log |ikelihood
functions. An iterative process was used to find the maxi mum |ikelihood
estimates. First, prelininary estimtes of |og;,M;, were found by taking
| ogarithns of the nonzero sanple neans of the CPUE val ues for each given year
and geographi cal region; these sanple nmeans and associ ated sanpl e variances
are listed in Tables 2-5. If a sanple nmean equal ed zero, then the
corresponding estimate of M;, was assumed to also equal zero. Al CPUE
val ues corresponding to sanple nmeans which equal ed zero were deleted fromthe
data sets used for maxinum |ikelihood estimation. Prelininary estimtes of
logqgP4y and Pg, Were estimated by weighted least squares linear regression of
| ogarithns of sanple variances on logarithns of sample neans (Perry 1981
equation 2); each case weight used in the regression was set equal to one |ess
than the nunber of hauls used in the associated sanple nmean. The regression
lines calculated using weighted |east squares are shown in Figures 3-6. After
calculating prelimnary paranmeter estimtes, but before beginning the maxinum
l'i kel i hood estimation process, the data values G;, were set to equa
round( Gj, ) . In the case of sablefish, 1.1 was used as the initial estimate
of 1ogyP,, iNstead of the weighted |east squares estimate of 0.674, so that
addi ti onal conputer progranmi ng was not necessary in order to include Poisson
or binonmial terms in the log likelihood function. However, it was later found
that the maximum |ikelihood estimation process converged to essentially the

sanme final parameter estimates for sablefish, even if the initial estimte of
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| 0g,,Ps, Was not increased and Poisson and binomal ternms were initially
i ncl uded.

It is known that the log likelihood function of a negative binomal is
uni rodal (Levin and Reeds 1977: theorem 2) However, it is not certain that
the log likelihood function is uninodal when the variance of the negative
binomal is forced to be a power function of the nmean, as in Equation 8.
Perhaps a mathematical proof of this could be found. If the log likelihood
function is not uninodal, it is possible that the iterative maxi mumliKkelihood
estimation process did not converge to the gl obal maxi mum of the | og
l'ikelihood function, but rather to a local maximum As a partial check of
this possibility, 41 sets of initial paraneter estimates were tried for both
young- of -the-year and 1-yr-old pollock, and 3 different sets were tried for
young-of -the-year Pacific cod. Only one set of initial estimtes was used for
1-yr-old sablefish. Each set of initial estimates was inproved ,by using a
FORTRAN conput er program whi ch used I MsL (1982) subroutine ZXM N to maxim ze
the log likelihood function. In the cases where nore than one initial set of
paraneters was used, the resulting sets of final paraneter estinmates for each
species or age group did not appear to differ significantly from each other;
the differences which did occur appeared to be a result of rounding error in
calculation of the log |ikelihood function coupled with flatness of the |og
l'i kel ihood function near its maxinum This provided evidence that the
estimates were indeed nmaximum |ikelihood estimates.

Final maxinum likelihood estinmtes of the M;, P,, and Ps, are shown in
Tables 6-7 for each species or age group. Regression lines corresponding to
the final maximum |ikelihood estimtes of P,, and Py, are also plotted in
Figures 3-6. These figures indicate that the slopes of the maxi mumlikelihood

estimates of log variance as a function of |og mean appear biased toward zero
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Table 6.--Maxi mum |ikelihood estimates (no./10 000 nf) of apparent fish
density, M;, as a function of year, stratum and species or age

group.
Walleye pollock Walleye pollock Sablefish Pacific cod
Year Stratum young-of-the~year 1-yr-old 1-yr-old young-of-the-
year
1980 Castle 171.7 7687 30.7¢ 6.0
Chignik 208.3 1341 38.81 0.0
Kujulik 571.0 1237 91.64 0.0
Wide 1187 297.8 0.5659 1.822
Alitak 123.6 202.2 0.3639 0.0
Sitkalidak 38.53 4.345 1.369 0.0
Kiliuda 20.55 0.0 0.0 0.0
Ugak ) 459.2 2.430 0.0 0.0
Chiniak 2534 0.0 3.301 0.0
Marmot 156.7 23.09 0.7041 0.0
Uganik : 0.0 211.2 2.522 0.0
Uyak 13.43 278.5 0.0 0.0
1981 Castle 596.4 400.3 13.17 | 0.0
Chignik 764.5 963.2 6.999 0.0
Kujulik 842.8 312.6 27.55 0.4667
Wide 1692 437.9 0.0 96.02
Alitak 2842 7.870 0.0 20.52
Sitkalidak 195.8 66.82 0.2469 0.0
Kiliuda 767.2 36.87 0.9640 0.0
Ugak 3525 2.106 0.0 0.0
Chiniak 1876 93.18 0.2757 1.440
Marmot 613.9 320.8 0.0 0.0
Uganik 139.3 38.12 3.577 0.0
Uyak 78.61 ' 175.1 0.2742 0.0
1982 Castle 139.0 824.5 3.309 0.0
Chignik 49.70 152.0 0.5105 0.0
Kujulik 288.9 379.3 13.20 0.6788
Wide 797.4 334.0 1.154 18.42
Alitak 275.5 - 500.8 0.0 4.378
Sitkalidak 35.13 18.42 0.7889 0.0
Kiliuda 183.2 ~ 16.84 0.9407 0.0
Ugak 56.17 45.02 1.367 0.0
Chiniak 182.6 2.401 5.244 0.0
Marmot 472.5 25.66 8.361 0.0
Uganik 5.333 175.1 0.0 0.0
4.071

Uyak 12.60 144.7 0.0
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Table 7 .--Maximum |ikelihood estimates of parameter val ues used to calcul ate
variance as a power function of the nean

Paramet er nane VWl | eye pollock Walleye pollock' Sablefish Pacific cod
(units) young- of -t he-year 1-yr-old 1-yr-old young-of-the-
year
multiplier P, 59.68 75.09 16.45 29.02
2-Pg :
([no./10,000 m?) )
exponent Pg 1.545 . 1.497 1.459 1.456

(unitless)
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relative to the initial weighted |least squares regression estimtes. The

sl opes estimated using weighted |east squares nmay also be biased toward zero;
Bl och (1978) di scusses this problem for unweighted |east squares.
Consequently, the maximum |ikelihood estimates are probably more biased than
the weighted least squares estimates. However, it is possible that the nean-
squared errors of the maxinmum|likelihood estimates are | ower, so that despite
bi as the maxi num i kelihood estinmates m ght be better fromthe point of view

of mnimzing nean-squared error.

Sel ection of a Statistical Test

When estimating sanple sizes, one nust specify the null and alternative
hypotheses as well as a statistical test of whether to accept or reject the
null hypothesis. In order to be appropriate for this study, the statistical
test used had to take into account the heteroscedasticity and non-normality of
the CPUE data. The null hypothesis specified that the apparent total
popul ation size (nunber) of a given species or age group in the entire survey
area did not vary fromyear to year. The alternative hypothesis was that the
total number in the entire survey area did vary from year to year.

An ANOVA nethod used in conjunction with an F-test based on the nethod of
Brown and Forsythe (1974a) was found to be appropriate for a conparison
between 2 yr. The ANOVA nethod and F-test differed from the usual ANOVA and
F-test. It was necessary to modify the usual equations for ANOVA because of
the particular null hypothesis used, and a nodified F-test was necessary
because of heteroscedasticity.

Mat hemat i cal |y,

i=1
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equal s the total population in the entire survey area in year j of species or

age group u, where | is the total number of strata, and A is the area of the
't stratum  The null hypothesis, H, that the total population size did not
vary between years 1,2,...,J can be expressed as

I I

Z (Ay X Miqu) = L (Af X Mjp,) o (16)

i=1 i=1
where q and r are any distinct elenents of the set 1,2,...,J. I ndi ces
1,2,...,J may represent any years; the years need not be consecutive or in
order. In sinulations in this study, 1=12 and J=2. It is assumed that the

sum of the Al is greater than zero

The parameters M;, are assuned to follow a general linear nodel; i.e.
Mjju = @y * biy + C4y + d44u (17)

where a, is the overall nean population density (no./1Q 000 &5 of species or
age group u, b;, is the change in density (no./I1Q 000 m? attributed to
stratum c¢;, is the change in density (no./1 0,000 nf) attributed to year, and
diju is the change in density (no./1 O 000 nf) attributed to stratum by year

interaction. As is common in ANOVA, the bi, and Gu are defined so that
I J -
0 = I bjy = I Cj - (18)

In this study the paranmeters a, bi, CGu, and diju are also defined in
such a manner that Equation 16 is true if and only if

(19)

for each gq. This is convenient because a test of the null hypothesis that
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Equation 16 is true becones equivalent to a test of the null hypothesis that

Equation 19 is true. It can be algebraically proved that the condition

o
Il
(| ]

(Ai x diqu) . ‘ : . ‘ {20)

for each q is sufficient to insure that Equation 16 is true if and only if
Equation 19 is true. Consequently the diju are defined in this study so that
Equation 20 is true, which insures that a test of the null hypothesis that

Equation 16 is true is equivalent to a test of the null hypothesis that

Equation 19 is true. In addition the d;;, are defined so that
J J J
j=1 J=1 i=1

The parameter restrictions expressed by Equations 18 and 21 are quite
common in ANOVA, but the paraneter restrictions expressed by Equation 20 are
relatively unusual. Wien performng an ANOVA of this type, care nust be taken
to choose an algorithmor statistical package programthat permits
specification of coefficient restrictions such as in Equation 20.

The parameters d;;, represent interannual shifts in the geographic
distribution of the population. Even if the total population does not change
from year to year, so that each Gu = 0 and the null hypothesis is true, the
geogr aphi cal distribution of the popul ati on may change, which inplies that
some of the d;;, are nonzero. Consequently, even if the interaction effect is
significant, it is still meaningful in this situation to test whether the nain
effect due to years is also significant, which would indicate that the total

popul ation size has changed between years.
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For each species or age group u, the estimates of au, b;,, G, and dj,
were simultaneously calculated using. an ordinary |east squares nmultiple |inear
regressi on approach which was programmed in FORTRAN. The algorithm was
mat henatical ly equivalent to the nethod of Lagrange multipliers used by | MsL
(1982) subroutine AGLMOD, but certain changes were nade to reduce the conputer
central processor tinme necessary to performreplicate ANOVA's. The estimtes
and tests of significance of the parameters in Equation 17 were nmade assum ng
a fixed effects nodel. This was felt justified on the follow ng basis: An
effect may be considered random because it is not presently possible to
predict its magnitude very far in advance. Nonetheless, at the time the
effect is measured, the only observabl e random variation may be due to
measurenent and sanpling variation, which can both be grouped into a
"measurenent error” term The result is a fixed effects nodel for describing
the magnitude of the effect at the time of neasurenent.

An ordinary F-test can be used to test the significance of an ANOVA
effect, but this test can be adversely affected by heteroscedasticity.

However, Brown and Forsythe (1974a: sections 4,7) reexpressed this test as an
F-test of the significance of a set of orthonormal contrasts on the ANOVA cel
means, and conpensated for the effects of heteroscedasticity on this test by
usi ng an approxi mation originated by Satterthwaite (1946: equation 7) to nake
an adjustnment to the denoninator degrees of freedom (df) of the F statistic.
The equations of Brown and Forsythe (1974a) can be reexpressed in matrix form

as follows. Let n;; be the nunber of hauls in stratumi and year j, MCPUEj,

i
be the sanple nean of CPUE in stratumi and year j of species or age group u,

and [s; 4,

]2/nij be the sanple variance of MCPUE;,. Let mbe the (I x J) by 1
di nensi onal vector of sanple means in each ANOVA cell: i.e., element [I x (j-

1) +i] of mis set equal to MCPUE;,. Let V be the corresponding (I x J) by
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1 dimensional vector of the [sijulzlni and let W be the corresponding

i
(I x J) by 1 dinmensional vector of the quantities I/(nij - 1. If nij = 1,
then [siju]2/nij is set to zero, and the corresponding elenent of, Wis
arbitrarily set equal to one. Let T be an (I x J) by (J - 1) dinensional
matri x of orthonormal contrast coefficients appropriate- for testing whether
Equation 19 is true: i.e., whether there is an overall difference between
years: Let T be the transpose of T. Define the function "diag" such that
diag(TT') is the 1 by (I x J) dinensional vector equal to the diagonal of TT'.
Let f;; equal element [I x (j-1) + i] of diag(TT' ). Define the function
"DIAG' such that DIAGV) is a square matrix with its diagonal equal to V and
zeroes el sewhere, and let V = DIAV), W= DIAGW, and g =
DIAG[diag(TT' )]"). The F statistic used in this study to test whether there
is an overall difference between years was mathematically equivalent to
m'TT'm

F = ' C(22)
trace(TT'V)

m'TT'm

o1 H
|| B IR

2
£i5 ¥ [81517/ny44

i 1

L

where trace (TT'V) is the sum of the diagonal elements of TT'V. Brown and
Forsythe (1974a) assumed this F statistic approximately followed an F
distribution with the df of the nunmerator equal to J-1 and the df of the

denom nat or approxi mated by a forrmula mathematically equivalent to
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[trace(TT'V)]2
DFD = ' (23)
trace( [DV]4W)

I J
( 2 I f,.x (s

2 2
3 % [Bg5ul™/Py5 )

J
I lf4 x [sg,1%/n55 1270y 5=1)

It is unnecessary to calculate T in Equations 22-23, because TT' can be

calculated as in Appendix B (Equation 54)

If nij = 1, then it was assumed in Equation 22 that [Siju]2-= 0. In
Equation 23 terms involving njj = 1 were not included in summations.

If the denominator of Equation 22 was <0, the F statistic was set equal
to the numerator multiplied by 1018, If the denominator of quation 23 was
£0, the estimated 4f was arbitrarily set equal to 0.5. However, such
situations rarely occurred.

Since the denomi nator df was generally not an integer, |MSL (1982)
subroutine MOFDRE was used to evaluate the significance of the F statistic in
Equation 22.

Advant ages of the nethod described by Equations 22-23 which were
inportant to this study were 1) no transformation of the data is necessary,

2) no conputational difficulties arise if sone of the S, equal zero, and
3) the method is based on asynptotic normality of ANOVA cell means, so from
the central limt theorem (Snedecor and Cochran 1980: section 4.5; Cochran
1977: section 2.15) it is expected to be robust whenever the nij are

sufficiently large, even if actual distributions of catch and fishing effort

differ fromthose used in this study. Since the nmethod does not assume that
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variance of CPUE is a power function of its nmean, the method is still
applicable even if the variance and nean do not follow this relationship.

Ot her exanpl es of the approach of Brown and Forsythe (1974a) are given in
Brown and Forsythe (1974b), Iman and Davenport (1976), and Tamhane (1979).
Unl ess sanple sizes were quite small, the use of the nethod of Brown and
Forsythe (1974a) to calculate an F statistic was found in the cited exanples
to be reasonably powerful wth approximately correct type | error rates and to
be robust for one kind of non-nornality. (A type | error is defined as the
rejection of the null hypothesis, when in fact the null hypothesis is true.
In this study, a type | error rate is defined as the percentage of a set of
replicates for which a type | error occurred.) If J = 2, then the nethod of
Brown and Forsythe (1974a) is a special case of the method of Rubin (1982:
section 4.2(iv)) discussed in Appendix C Rubin applied an approximation
described by Box (1954: equation 6.1). [Inprovenents to the method of Brown
and Forsythe (1974a) have been found inportant in some cases (Rubin 1982,
1983; Tan 1982a, b; Kaiser and Bowden 1983). (One of these approximtions my
be used in future studies; an inproved approximation often is particularly
important if J > 2 (Rubin 1982: section 4.4).

O her approaches besides that of Brown and Forsythe (1974a) do exist for
dealing with heteroscedasticity. A common nmethod of dealing wth
het eroscedasticity is to apply a nonlinear variance-stabilizing transformation
to the data, such as a power, logarithmc, or rank transformation, and then
perform an ANOVA on the transformed data (G een 1979: section 2.3.9).
However, nonlinear transformation is generally inappropriate if interaction
effects are present and one wishes to conbine density data from several
different regions into a weighted-estinate of total density or popul ation

Size, such as in Equation 16. Appendix A gives exanmples of uncontrolled
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type | error rates which result from enploying the 'comonly used nonlinear
transformation |og(CPUE+l); such uncontrolled error rates may be typical for
ot her nonlinear transformations as well;

These uncontrolled type | error rates are in large part caused by the
presence of interaction effects. If any nonlinear transformation is used and
interactions are present, then Equations 16 and 19 nay no | onger be
equivalent, and a test of whether Equation 19 is true will no |onger be
equivalent in general to a test of whether Equation 16 is true. This causes
apparent type | errors, and |eaves one without a convenient way to test the
null hypothesis. Accordingly, use of a nonlinear transformation in
conjunction with a test of a null hypothesis of the type expressed hy
Equations 16 and 19 shoul d be avoided for multi-way ANOVA unless it is
appropriate to assune that interaction effects are not present. Even then the
transformation may not be appropriate (Appendix A). Nonlinear transformations
may sonetines be useful for one-way ANOVA or for multi-way ANOVA tests of
hypot heses that can be conveniently expressed in a formconpatible with the

nonl i near transfornation.
Monte Carlo Sinulation

Because of heteroscedasticity and non-normality of the original data, no
attenpt was made to analytically estimate the sanple' sizes needed to detect
departures fromthe null hypothesis with given probability. Instead, the
nmet hod of Brown and Forsythe (1974a) described in the previous section was
applied to replicate surveys generated using Mnte Carlo sinulation, and the
ratio of the nunber of tines the null hypothesis was rejected to the total
nunber of replicates was used to estimate the probability of detecting

departures from the null hypothesis. The resulting probabilities can be used
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to indicate what sanple sizes are deemed necessary. Monte Carlo sinulation is
not used in the nethod of Brown and Forsythe (1974a).

The nodel used for Monte Carlo simulation was inplenmented in FORTRAN |V
on the Burroughs B7800 conputer at the Northwest and Al aska Fisheries Center.

The sinul ated surveys were assunmed to take place in the 12 geographic
regions listed in Table 1, and during 2 different years; therefore 1=12 and
J=2. Because variances of CPUE in the simulations are a function of the
underlying population densities, the predicted probabilities of detecting
departures fromthe null hypothesis are also a function of the underlying
popul ation densities. Consequently, it is necessary to specify the nean
overal |l population densities in each year as input parameters. Any departures
fromthese neans from one geographic region to another nust al so be specified
or calculated within the simulation program Prelimnary analyses indicated
that sone significant systematic differences in population density between
regi ons appeared to be repeated from 1980 to 1982 for the species or age
groups surveyed. In addition, interaction effects between regions and years
al so appeared significant. However, precise mathematical or statistical
descriptions of these effects were not fornmulated. Application of an ANOVA
net hod and an approxi mate F-test which takes heteroscedasticity into account
may make inproved descriptions possible. An enpirical formulation of possible
region (stratum) by year interaction effects based on the survey estinates of
apparent population density was used in sinulations. This formulation is
related to the bootstrap nethod described by Efron and Gong (1983). It was
assuned that stratumby year interactions were essentially random between
years, because it is not known how to predict them in advance. The popul ation
densities in each stratum and year, Mju, were used in sinulations to specify

stratum by year interaction effects. Let MESTij, be a survey estimate of
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Miju7 the values of MESTiju were used as simulation input parameters and are
given in Table 6. Values of Mj5u calculated during simulations were forced to

be proportional to some value of MESTiju, where j was picked randomly. ' This

was done as follows.

Define MEST.;, by

I
MEST, 4y = I Aj X MESTj4y , @4

Ju
i=1
where index j equals 1, 2, or 3, since there were 3 yr of survey data. Define

A. by
I

Then MEST ; /A equals the average estinmated density weighted by area in year

j of population u. Define Z;, by
Ziiy = MEST; 3,/ (MEST, 34/R,) .« (26)

Before sinulating each replicate survey, J integers were picked from a random
pernutation of the indices of the years of original survey data. For exanple
in this study, since there were 3 yr of survey data and J=2 in sinulations

the integers g and h were chosen to equal the first two elenents of a random
permutation of the set {1,2,3}. Consequently, the set,{g, h].equaled {1,2},
{2,3), or 11,31 in any given replicate survey with equal probability. The
first J integers of the random permutati on were generated by a FORTRAN
subroutine which used an al gorithm similar to that of |MSL (1982) subroutine
GGPER. Let PDY,;, and PDY,, equal the input parameters of the sinulation which

give the true nean overal |l density (no./10, 000 nf) in years 1 and 2 of species
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or age group u. Then for each replicate sinulated survey, the Mju were

cal culated using the fornulas

M,, = PPYiu X Zig (27)

and

Mjoy = PDYyy X Zjhy - (28)

Consequently, each Mju was proportional to either MESTigu or MESTi hu.
Equations 27 and 28 make it possible to specify both stratum by year
interaction effects and annual mean overall popul ation densities in

simul ations, because in any given sinmulated year j, the average of the Mju

wei ghted by stratum areas equals PDYju; i.e.,
|
PDYju = ( CA X Mju/A | (29)
=1

These equations preserve any systematic effects attributed to strata which nay
exist, because the index | referring to strata was not randonized. But since
i ndex j was random zed, the equations do introduce a random conponent to the
stratum'by year interactions. It is uncertain to what extent this nmethod may
underestimate or overestinmate variability. For instance, g is always unequal
to h, which may tend to overestimate variability due to stratum by year
interactions. In contrast, whenever the survey estimate of population
density, MESTiju, equals zero, then the corresponding simulated density
parameter Mju Always equals zero also. Since MESTiju may have equal ed zero
by coincidence, even though the actual population density in that geographic
regi on and year was nonzero, this could cause an underestimate in sinulations

of actual variability.
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Total sanple sizes (nunber of sinulated traw hauls) of 60, 120, and
180 haul s/year were allocated to the geographic regions in proportion to the
areas listed in Table 11 slight adjustments were nade so that the sanple sizes
al l ocated to each region would sumto the total specified for each year
despite rounding. The resulting values of n;; are listed in Table 8.
Depending on the objectives of a given survey, some other method of allocation
may be nore optimal, but this method was chosen for illustration.

Fishing effort in each trawl haul was sinulated using the three-paraneter
Wei bull distribution specified by Equation 2. Sanples were generated from
this distribution by the method of inversion (Bury 1975: 542-543). Unl ess
noted otherwi se, the Weibull distribution parameters were P1=3.866, P2=1.683,
and P;=0.2826; P, is unitless and P, and P; have units of 10,000 nt.

Catches in each traw haul were sinmulated using the negative binom al,
Poi sson, or binom al distributions as specified by Equations 8, 11, or 12.

The val ues of paranmeters P4u and P5, are given in Table 7.

As a result of the paraneters used in these sinulations, only the
negative binom al distribution was used in the simulation of catches of young-
of -the-year and 1-yr-old walleye pollock and young-of-the-year Pacific cod;
the Poisson and binomial distributions (Equations 11-12) were never used. The
probability of the use of Poisson or binomial distributions (Equations 11-12)
to sinmulate catches of 1-yr-old sablefish was | ess than 0.04%in any given
trawm haul and occurred only for very small values of fishing effort; in other
cases the negative binomal was used.

A variate fromthe negative binom al distribution was generated by first
generating a value froma gamm distribution; this value was then used as the

parameter of a Poisson distribution, which in turn was used to generate one
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Table 8.--Alocation of sanpling effort (traw hauls/year) to geographic
regions in simulated surveys as a function of total sanpling

density.
Total sanpling density
(haul s/ knf)

Stratum ' 0.0384 0.0768 0.1152
Castle Bay 1 2 3
Chignik Bay 4 9 13
Kujulik Bay 3 6 9
Wide Bay 1 2 3
Alitak Bay 16 33 48
S. Sitkalidak Strait 9 18 27
Kiliuda Bay 6 12 18
Ugak Bay 4 7 11
Chiniak Bay 2 4 7
Marmot Bay 8 15 23
Uganik Bay 3 5 8
Uyak Bay 3 7 10
Total 60 120 180
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variate. The resulting variate can be considered to cone froma negative
binom al distribution (Bratley et al. 1983: 174).

In simulations, the |MSL (1982) subroutines GGAMR, GCGEON, and GGBN were
used to generate values fromthe ganma, Poisson, and binomal distributions.
When uniformy distributed random nunbers were required, a pseudorandom
mul tiplicative congruential generator was used which was based on the
al gorithm of the IMSL (1982) subroutine GGUBS, except that instead of a
mul tiplier of 7°-16,807, a multiplier of 764,261,123 was used. The latter.
multiplier performed well in tests by Fishman and More (1982), and was anong
t hose recomended by Mindonal d (1984: 280-281). The al gorithm using the
latter nultiplier was al so substituted whenever the | MSL subroutines made
calls to the IMSL uniform variate generators GEUBFS or GGBUBS. Goodness of fit
tests using the Gstatistic for data classified into categories (Sokal and
Rohl f 1969: sections 16.1-16.2) i ndicated that the pernutation, Weibull,
negative binonial, Poisson, and binom al generators used in this study

performed as expected.
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RESULTS

Tables 9-12 list sinulation estimates of the probability of a type |
error as a function of population density when using a statistical test with a
nom nal significance level of 95% The popul ation densities used as
paraneters in these tables were estimated as follows. First, typical apparent
annual popul ation densities were estimted by taking averages of the val ues of
MESTi ju (Table 6), weighted by stratum area (Table 1). The resulting
esti mates for young-of-the-year and 1-yr-old walleye pollock, 1-yr-old
sabl efish, and young-of-the-year Pacific cod were, respectively, 610, 256,
4.34, and 3.02 fish/ 10,000 nf. Popul ati ons sparser and denser than these
typical densities were then sinulated in half order of magnitude increnents.
(A half order of mmgnitude increment is defined as a change by a factor of
approximately 3.16.) This was done to indicate how sinulated type | error
rates change as a function of population density. Since the null hypothesis
was assumed to be true in Tables 9-12, in each case PDYl, = PDY2u.

Simlarly, Tables 13-16 list sinulation estimates of the probability of
correctly detecting specified changes in population |evels between years. A
change was counted as correctly detected if 1) the approximate F-statistic
correspondi ng to a change between years was significant, and 2) the estimte
of ¢y, was greater than or essentially equal to the estinmate of c,. This
latter condition was used because PDY,, > PDY,,.

In Tabl es 9-16, each probability was estimated by dividing the nunber of
times a type | error or correct detection occurred by the total nunber of
replicates; 400 replicates were used for each table entry. This large nunber
of replicates was used so that nultiple conparisons could be nmade with

confidence. A constant nunber of replicates was used for sinplicity, although
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Table 9.--Predicted probabilities of a type | error? as a function of total
popul ati on density of young-of-the-year walleye pollock and annual
sanmpl e size.

Type I
Population’ Sample error
density size probability
(no./10,000 m2) (hauls/year) C(%)
61 60 4,75
120 2.50
180 4.50
193 60 7.00
120 5.25
180 .5.00
610 60 4.25
120 4.50
180 3.25
1930 60 5.75
120 3.75
180 4.50
6100 60 6.25
120 4.75
180 5.50

*Atype | error is defined as rejecting the null hypothesis when the null
hypothesis is true. The null hypothesis was that there was no change in

total annual population size in the survey area. An F-test based on 'the

nmet hod of Brown and Forsythe (1974a) with a nominal significance |evel of 95%
was used in conjunction with a nodified formof analysis of variance applied
to catch per unit effort data. Each probability was estinmated using 400
replicates.
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Table 10.--Predicted probabilities of a type |I error* as a function of tota
popul ation density of 1-yr-old walleye pollock and annual sanmple
si ze.

Type I

Population Sample .. error
density - size probability

(no./10,000 m?) (hauls/year) : (%)

25.6 60 9.00

120 2.25

180 4.25

81.0 60 9.25

: 120 4.75

180 5.75

256 60 9.25

120 6.00

- 180 5.25

810 60 10.25

120 5.00

180 4,75

2560, 60 10.50

120 5.50

180 7.00

*A type | error is defined as rejecting the null hypothesis when the nul
hypothesis is true. The null hypothesis was that there was no change in

total annual population size in the survey area. An F-test based on the

net hod of Brown and Forsythe (1974a) with a nominal significance |evel of 95%
was used in conjunction with a nodified formof analysis of variance applied
to catch per unit effort data. Each probability was estimated using 400
replicates
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Table 11.--Predicted probabilities of a type | error* as a function of total
popul ation density of 1l-yr-old sablefish and annual sanple size.

Type I
Population Sample error
density size probability

(no./10,000 m2) (hauls/year) (%)
0.434 60 2.25
120 0.75

180 2.25

1.37 60 3.00
120 2.25

180 4.75

4.34 60 3.25
120 3.25

180 3.50

13.7 60 2.25
120 3.50

180 : 5.00

43.4 60 4.50
120 4.00

180 4.50

*Atype | error is defined as rejecting the null hypothesis when the nul
hypothesis is true. The null hypothesis was that there was no change in

total annual population size in the survey area. An F-test based on the

nmet hod of Brown and Forsythe (1974a) with a nominal significance |evel of 95%
was used in conjunction with a nodified formof analysis of variance applied
to catch per unit effort data. 'Each probability was estimted using 400
replicates.
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Table 12.--Predicted probabilities of a type | error* as a function of total
popul ation density of, young-"of-the-year Pacific cod and annual
sanpl e si ze.

Type 1

Population Sample : error
density size probability

(no./10,000 m?) (hauls/year) (%) '

0.302 60 26.00

120 2.75

180 6.75

0.955 60 28.25

120 4.50

180 4.25

3.02 60 27.25

120 8.75

180 7.25

9.55 60 32.25

120 8.00

180 ' 9.25

30.2 60 ‘ 31.00

120 6.50

180 6.25

*A type | error is defined as rejecting the null hypothesis when the null
hypothesis is true. The null hypothesis was that there was no change in

total annual population size in the survey area. An F-test based on the

met hod of Brown and Forsythe (1974a) with a nominal significance |evel of 95%
was used in conjunction with a nodified form of "analysis of variance applied
to catch per unit effort data. FEach probability was estimted using 400
replicates.
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Table 13 .--Predicted probabilities* (% of the correct detection of the
direction of change in total annual popul ation size of
young- of -t he-year wal | eye pol | ock, as a function of annual
popul ation densities and annual sanple size.

Population
density Sample Population density year 1 (no./10,000 m? )
year 2 size
(no./10,000 m?) (hauls/year)- 61 193 610 1930
193 60 40.00
120 : 66.50
180 87.75
610 60 85.00 58.75
120 97.25 88.50
180 "100.00 97.25
1930 60 89.00 86.00 78.50
120 99.75 98.25 94.75
180 100.00 100.00 100.00
6100 60 . 90.00  88.75  90.25  86.50
120 100.00 100.00 100.00 99.75
180 100.00 100.00 . 100.00 100.00

*For an F-test based on the nethod of Brown and Forsythe (1974a) with a
nom nal significance level of 95%in conjunction with a nodified form of
anal ysis of variance applied to catch per unit effort data. The null
hypot hesis was that there was no change in total annual population size in
the survey area. Each probability was estinmated using 400 replicates..
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Table 14.--Predicted probabilities* (9% of the correct detection of the
direction of change in total annual popul ation size of 1l-yr-old
wal | eye pollock, as a function of annual popul ation densities and
annual sanple size.

Population )
density Sample Population density year 1 (no./10,000 m2)
year 2 size

(no./10,000 m2) (hauls/year) 25.6 81.0 256 810
81.0 60 31.50

120 ‘ 44.50
180 . 62.00

256 60 79.00 '49.00
120 ' 85.75 67.50
180 . 93.75 77.50

810 60 - 96.75 94.25 72.50
120 88.75 93.25 80.75
180 : 97.75 99.00 - 91.50

2560 60 : 99.50 99.50 99.00 88.75
120 ‘ 92.50 92.00 90.50 89.00
180 100.00 99.75 99.25 99.25

-

*For an F-test based on the method of Brown and Forsythe (1974a) with a

nom nal significance level of 95%in conjunction with a nodified form of
analysis of variance applied to catch per unit effort data.. The null

hypot hesis was that there was no change in total annual popul ation size in
the survey area. -Each probability was estimated using 400 replicates.
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Table 15. --Predicted probabilities* (% of the correct detection of the
direction of change in total annual population size of 1-yr-old
sabl efish, as a function of annual popul ation densities and annual
sanmpl e si ze.

Population .
density Sample Population density year 1 (no./10,000 m2)
year 2 size

(no./10,000 m?) (hauls/year) 0.434 1.37 4.34 13.7

1.37 60 5.25
120 . 18.75
180 37.00

4.34 60 35.00 15.00
120 74.50 37.50
180 ‘ 94.50 64.75

13.7 60 63.00 49.25 25.00
120 98.00 94.75 65.00
180 99.50 99.75 85.00

43.4 60 _ 82.00 - 82.50 76.25 53.75
120 - 99.75 .99.50 99.00 92.25
180 100.00 100.00 100.00 99.25

*For an F-test based on the nethod of Brown and Forsythe (1974a) with a
nom nal significance level of 95%in conjunction with a nodified form of
anal ysis of variance applied to catch per unit effort data. The null
hypot hesis was that there was no change in total annual population size in
the survey area. Each probability was estinmated using 400 replicates.
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Table 16.--Predicted probabilities*, (% of- the correct detection of the
direction of change in total annual popul ation size of
young-of -the-year Pacific cod, as a function of annual popul ation
densities and annual sanple size.

Population , :
density Sample Population density year—1 (no./10,000 m?2 )
year 2 . size . ‘ '

(no./10,000 m2) (hauls/year) 0.302 -0.955 3.02 9.55
0.955 60 ©25.00
120 10.00
180 12.50
3.02 60 47.00 32.00
120 ‘ 35.75 16.25
180 48.75 23.75
9.55 60 ) 77.75 67.50 43.50
120 ‘ - 58,50 48.50 29.00
180 ' 64.25 62.00 39.50
30.2 60 - 96.00 96.25 90.50 63.25
120 63.25 61.00 61.75 42.50

180 73.75 77.00 72.25 52.25

*For an F-test based on the nethod of Brown and Forsythe (1974a) with a
nom nal significance level of 95%in conjunction with a nodified form of
anal ysis of variance applied to catch per unit effort data.. The null
hypot hesis was that there was no change in total annual popul ation size in
the survey area. [Each probability was-estimated using 400 replicates.
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mul ti stage sanpling and other nethods discussed by Angers (1984) could
presunebly be used to reduce the nunmber of replicates needed to achi eve high
| evel s of precision. Each replicate used for Tables 9-16 and Appendi x
Table A-1 was cal cul ated using a sequence of pseudorandom nunbers which did
not overlap the sequences of pseudorandom nunbers used to cal cul ate the other
replicates. Each replicate can therefore be regarded as statistically
i ndependent of the other replicates. Since each probability being estinmated
can be regarded as fixed for a given table entry, and since each replicate is
i ndependent of the other replicates, the counts used to estinate the
probabilities can be regarded as coning froma binonmial distribution. Any of
the usual nmethods for confidence intervals for the paraneter of a binoma
distribution can be applied to these probabilities, such as those reviewed by
Mat uszetiski and Sotres (19851. For multiple conparisons, the usual methods of
contingency or frequency table analysis can be used to analyze the origina
count data -(for instance, see Dixon 1983: chapter 11). Suppose that p
represents any of the 180 estimated Probabilities in Tables 9-16, and we w sh
to deternmine appropriate- multiple confidence intervals for these
probabilities. Then using a normal approxi mati on (Snedecor and Cochran 1980:
section 7.8) for the nost inprecise case of p=50% it can be shown that the
180 confidence intervals given by (p-9.05% p+9.05% have a greater than 950
chance of including all of the true underlying probabilities. Athough this
illustrates the precision resulting fromuse of 400 replicates, nore precise
confidence intervals are possible for p unequal to 50% by taking the actua
estimates of p into consideration instead of using the worst case p=50%
Table 17 indicates that estimated type | error rates in Tables 9-12 were
not different at individual significance levels of 95% fromthe expected

type | error rate of 5%in the follow ng cases: sanple densities of 60, 120,
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Table 17.--Significance of differences between actual counts of type | errors
in Tables 9-12 and the expected 5% type | error rate, as a function

of species, age group, and survey sanple size.

Probability
Survey of a
Age sample e] smaller
*
Species group size statistic df G-statistic
‘ (year) {hauls/year) ' : (%)
Walleye pollock 0 60 5.24 5 61.3
120 ‘ 8.16 5 85.2
180 3.57 5 38.7
Walleye pollock 1 ‘ 60 73.26 5 >99.9
120 8.99 5 89.1
180 4.07 5 46.1
Sablefish 1 60 22.94 5 >99.9
120 ©37.25 5 >99.9
180 10.32 5 93.3
Pacific cod 0 60 1213.29 S >99.9
120 23.25 5 >99.9

180 20.12 5 99.9

*The G statistic is defined in Sokal and Rohlf (1969: section 16.1).
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and 180 haul s/year for young-of-the-year pollock; 120 and 180 haul s/year for
1-yr-old pollock) and 180 hauls/year for 1-yr-old sablefish. For young-of-
the-year Pacific cod, estimated type | error-ratesdiffered at individua
significance levels of 95% fromthe expected type | error rate at all three
sanpling densities. Nonetheless, for many uses the departures fromthe
expected type | error rate may not be of practical significance except for the
sanpl e density of 60 haul s/year for young-of-the-year Pacific cod; estimated
type | error rates were 26%or nore for this case, in contrast to the maxi mum
estimate of 10.5% for the other cases in Tables 9-12

The excessive type | error rates for young-of-the-year Pacific cod using
the sanple density of 60 haul s/year (Table 12) apparently were the result of
only allocating 1 haul/year in the sinulations to the Wde Bay stratum
(Table 8). VWhen 2 haul s/year were allocated to the Wde Bay stratum and
8 haul s/year were allocated to the south Sitkalidak Strait stratum wth al
ot her stratum allocations and paraneters the same as for Table, 12, then the
type | error rates were greatly reduced (Table 18). However, the rates were
still significantly different fromthe expected 5% rate at a significance
l evel of >99.9% (G=35.872, df=5), nmainly due to the Iow 0.250 estimted type
error rate which occurred at the popul ation density 0.302 fish/1 0 000 nf. In
1980, young-of -the-year Pacific cod were only caught in Wde Bay (Tables 5 and
6). As a result, whenever the 1980 data were used to determine simulated
popul ation density in some year, which occurred with probability 2/3 for each
replicate survey, all the cod in that year were concentrated in Wde Bay.
Wien only 1 haul/year was allocated to Wde Bay, the sanple variance of CPUE
in Wde Bay for each year was al ways assuned to equal zero, when in fact the
true variance was larger. This apparently was a principal cause of excessive

type | errors for this case, and increasing the allocation to 2 haul s/year
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Table 18. --Predicted probabilities of a type | error* with annual sanple sizes
of 60 haul s/year (0.0384 haul s/knfl when 2 haul s/year are allocated
to the Wde Bay stratum and 8 haul slyear are Allocated to the south
Sitkalidak Strait stratum as a function of total population
density of young-of-the-year Pacific cod.

Type I

"Population error
density probability

(no./10,000 m?) (%)

0.302 0.25

0.955 3.75

©3.02 4.50

9.55 4.75

30.2 6.25

*A type | error is defined as rejecting the null hypothesis when the nul
hypothesis is true. The null hypothesis was that there was no change in

total annual population size in the survey area. An F-test based on the

nmet hod of Brown and Forsythe (1974a) with a nominal significance |level of 95%
was used in conjunction with a nodified formof analysis of variance applied
to catch per unit effort data. Each probability was estimted using 400
replicates
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made possible a nore accurate variance estimate. Since the geographic
distribution of fish is presumably not well known in advance of a survey, it
woul d seem prudent to require that a mninmumof at |east two hauls be

al located to each stratumin each year to insure such problens do not occur

Al though the possibility was not investigated in this study, requiring a

m ni num of two or nore hauls per stratumin each year mght result in inproved
control of type | error rates for other species or age groups as well.

| mprovements to Satterthwaite's approximation mght also result in inproved
control of type | error rates.

Exami nation of Tables 8 and 13-16 yields the following results regarding
the power of the F-test based on the method of Brown and Forsythe (1974a).

The sanpling rate of 0.08 haul s/ knf appeared sufficient to correctly
detect half order of mmgnitude changes in young-of-the-year pollock with >66%
probability, and order of nagnitude changes in young-of-the-year and 1-yr-old
pollock and 1-yr-old sablefish with >74% probability.

The sanpling rate of 0.12 haul s/ knf appeared sufficient to correctly
detect half order of magnitude changes in young-of-the-year and 1-yr-old
pol lock with >62% probability, and order of nagnitude changes in young-of-the-
year and 1-yr-old pollock and 1-yr-old sablefish with >94% probability.

These simul ations provide evidence that young-of-the-year Pacific cod
were less well sanpled in this survey. Ignoring the 0.04 haul s/knf sanpling
rate because of the problens with type | error rates, it appears that only 1.5
order of magnitude changes or greater were correctly detected in sinulations
with probability >64% and then only for the nost dense sanpling rate of

0.12 haul / knf (Table 16).
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DI SCUSSI ON

Limtations

The ANOVA nethod and F-test of Brown and Forsythe (1974a) based on the
Satterthwaite approxi mati on appear valid for 2 yr of data (i.e., for J=2) as
l ong as enough sanples are taken in each ANOVA cell so that the Satterthwaite
approxi mation is appropriate and the cell neans are approximately normal; at
| east two or nore hauls per cell appears prudent. Sinulations were performed
only for 2 yr of data, which meant that the ANOVA nethod and approxi mate F-
test were mathematically equivalent to a Student's t-test with df estinated by
Satterthwaite's approximation. For nore than 2 yr of data, an inproved
approxi mation often is necessary (Bubin 1982: section 4.4).

The ANOVA net hod and approximate F-test used in this study are expected
to be fairly robust if applied to other statistical distributions besides
those tested in this study., However, sone other method may be more powerfu
in specific cases. For instance, a maxinmumlikelihood nethod based on a
specific distribution may be nore powerful so long as it is applied to data
from that distribution or simlar distributions.

No use is nmade in this study of correlations which may exist between the
CPUE of a given species or age group and additional explanatory variables
besi des year and geographic region. For instance, if CPUE of one species or
age group is correlated with CPUE of another species or age group, it may be
possible to use this correlation to increase precision and reduce sanple
Si zes.

The estimate of traw net path width used to calculate the original CPUE
data was apparently based on neasurenments made for nets towed using different

size V-doors than the V-doors used in this study. This may have caused sone
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degree of bias in population size estimates in this study and in estimates of
the probability of detecting specified changes in popul ation size.

Even if the estinmate of average trawl net path width is essentially
correct, between-haul variability in path width may be significant (Wathne
1977; NWAFC 1981). This also could cause bias in CPUE data, since effort
calcul ated fromaverage tram width is used as a divisor. Catchability
coefficients unequal to 1.0 may al so cause bias when CPUE is used as an
estimate of fish density.

If the CPUE val ues are unbiased estinators of fish per unit area in a
gi ven geographical region, then the ANOVA nethod used here is essentially

unbiased in the following sense. Let the function "est" denote the ANOVA
estimate of a given parameter, and let MCPUE denote the sanple nmean of CPUE

It can. be shown that
est(ay) + est(bj,) + est(cy,) + est(djiy) = MCPUEj4y - (30)

The quantity MCPUEi ju is an unbiased estimator of fish per unit area if
i ndi vi dual values of CPUJ3 are unbiased estimators of fish per unit area

Furt hernore
Aj X MCPUEj 4y (31)

cl osel y approxi mates an unbi ased estimator of the total population given by
Royal I (1970. equation 11) as long as the total area swept by the traw hauls

inregion i is small conpared to Ai. Therefore
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Ay X MCPUEj jy (32)
]

I ™+

]
[ e

Aj x [est(ay) + est(bjy) + est(cyy) + est(d;jqy)]

i=1

provi des an essentially unbiased estimte of the total population size in the.
entire survey area in year j, if individual CPUE values are unbiased.

However, if the CPUE val ues are biased estimtors of the number of fish per
unit area, the ANOVA nethod used here does nothing to correct such biases.

The probabilities in Tables 9-16 can be considered uncertain estinmates of
bi nom al or multinoni al parameters, and have associated variances which
measure this uncertainty. These probabilities, especially the probabilities
of a "correct detection" in Tables 13-16, are also conditional on the
correctness of the mathematical nodels used as well as on the correctness of
the maxi mum likelihood parameter estimtes. The maximum |ikelihood parameter
estimates undoubtedly include a certain amunt of random error. The maximum
l'ikelihood nmethod is only asynptotically unbiased in general, and therefore
may have added some additional bias to the estimates, but such bias may be
m nor conpared to the randomerror and biases already in the data.

In Tabl es 13-16 the actual population levels in both years nust be
specified in order to deternmine the probability of detecting the difference
between those levels. However, it is expected that this limtation will apply
to any method applied to simlar data, since the variance of CPUE appears
dependent on nean CPUE. In these tables a qualitative definition of a correct
detection was used; nanely, that the direction of change was correctly
estimated. Different sanpling densities may be necessary if another

definition of a correct detection is used. Different sanpling densities my
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al so be necessary if the number of years is unequal to 2, the nunber of strata
is unequal to 12, or the anpunt of area surveyed is changed.' For exanple, a
survey covering a larger area may require fewer sanples per unit area to
achieve a given probability of correctly detecting a change in total

popul ation Il evel s between years; and a survey covering a snmaller area may
require more sanples per unit area- (e.g., Cochran 1977: section 4.9).

The sinulations described in this study were expensive in terns of the
central processor time needed on the Burroughs B7800 conputer. The
simulations used to generate Tables 9-16 took 3.3, 2.9, 2.0, and 0.9 h off
processor time, respectively, for young-of-the-year and 1-yr-old walleye
pol l ock, 1-yr-old sablefish, and young-of-the-year Pacific cod. For young-of-'
t he-year pollock about 770 of the central processor time was spent generating

variates froml the negative binomal distribution.

Concl usi ons

Despite heteroscedasticity and non-normality, if sample sizes 'are

sufficiently large, then analysis of variance with appropriate constraints on
estimated interaction coefficients coupled with a nodified F-test using
Satterthwaite' s approxi mati on provides a valid method to nmeasure the changes
in estimated total population between 2 yr. This indicates that the

het eroscedasticity of the data used in this study was a nore crucial factor
than non-normality in selecting a valid statistical test. At least 60 to
120 haul s/year (0.04 and 0.08 haul s/ knf) were necessary to control type |
errors; a mnimumof 2 hauls/year in each stratum al so appeared necessary in
some cases. The direction of annual popul ation changes of young-of-the-yeal
wal | eye pollock differing by a factor of 3.16 and direction of annual

popul ati on changes of 1-yr-old walleye pollock and sablefish differing by a



60

factor of 10 can be detected with better than, 66% probability using

120 haul /year (0.08 hauls/h?®. Smaller changes in population size can be
detected and type | error rates are better controlled if sanple sizes (nunber
of trawl hauls) are increased.

It is suggested that this or related nmethods have wi der applicability
than just to the data used in this study because: 1) it is frequently of
interest to combine density data from several different regions to nmake
estimates of total population in a conmbined region; 2) sanple variances
calculated from density data frequently appear to be power functions of sanple
nmeans (Taylor et al, 1978), which generally inplies that the data are
het eroscedastic; and 3) geographic region by year interactions may exist in
popul ation density data for other regions, species, or age groups. For
exampl e, see Pereyra et al. (1976: figs. VIII-11, VIII-21) regarding walleye
pol | ock and Pacific cod in the Bering Sea, and Francis and Hol | owed (1984)

regarding Pacific whiting, Merluccius productus, in US. and Canadian waters

of the Pacific Ccean.

Suggestions for Further Research

Total population estimates in these surveys were inversely proportional
to the estimate of average trawl net path width. Either a nornal or a beta
distribution could be fitted to- the path width data given in Wathne (1977) and
NWAFC (1981). A sinple nodification of the, present sinulation nmodel could
then be used to predict the effect of between-tow variability in traw net
path width on population estimates; this may be hel pful in assessing the
significance of path width variability.

I mprovenents to Brown and Forsythe's (1974a) use of Satterthwaite's

approxi mation could be tested for robustness to non-normality; this may be
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especially inportant for nmore than 2 yr of data.- Possible nethods to test are
the method of Rubin (1982: section 4.2(iv)) discussed in Appendix C, and the
met hods of Tan (1982a: 45) and Kai ser and Bowden (1983). Because both the
nurer at or and denoni nator of the F statistic in Equation 22 can be expressed
as quadratic forms, this F statistic can be reexpressed as a single quadratic
form(e.g., Harrison and. MCabe 1979: 498). Consequently, it may be possible
to evaluate its exact significance assum ng the ANOVA cell neans are

approxi mately nornal, perhaps by using the algorithm of Davies (1980). This
nmet hod might also prove to be robust for non-nornmality.

The effects of different experimental designs for allocation of sanple
sizes (nunber of hauls) could be investigated with the present sinulation
model.  An exanple is further investigation of the effect on type | error
rates of requiring sanple sizes of two or nore hauls per year to-be allocated
to each stratum

A nore rigorous definition of a "correct detection" could be inplenented
in simlations. Instead of merely considering the correct direction of
change, confidence intervals could be calculated for the estimted tota
annual population sizes in a sinulated replicate survey, perhaps by using
met hods based on those of Rubin (1982: section 4.2(iv)) or Raiser and Bowden
(1983). A correct detection could then be defined as the inclusion of all the
actual population levels used as simulation parameters within the esti mated
confidence intervals.

| mproved nodel s of the statistical distribution of fishing effort could
be inpl enent ed.

A faster nethod of generating negative binom al variates my

substantially speed up sinulations.
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Mil tistage sanpling and- other nethods (Angers 1984) coul d reduce the
nunber of replicate sinulated surveys needed to estimate probabilities of
type | error and probabilities of a correct detection of a change in
popul ation size: this would also speed up simulations.

Sensitivity analyses using the present nodel or sinple nodifications
woul d be useful. The effect of random errors in parameter estimates and in
measurenent of fishing effort could be predicted. Predicted consequences of
different statistical distributions for fishing effort could be explored

Al ternative statistical nethods and tests could be inplenented and
compared to the nethod in this study. The significance of the F statistic in
Equation 22 could be evaluated using a bootstrap or jackknife method (Efron
and Gong 1983) instead of Satterthwaite's approximation. Mxinum |ikelihood
or iteratively reweighted |east squares nethods (Stirling 1984) coul d be used
to estimate parameters: statistical tests commonly used with these nmet hods
could be used in sinulations instead of an F-test using Satterthwaite's
approxi mat i on. Met hods for estimating the regression of l|ogarithms of sanple
vari ances of CPUE on |ogarithns of sanple neans of CPUE coul d be inplenented
which take into consideration that sanple means have random variation not
primarily due to measurement error (ticker 1973; Dol by 1976).

Satterthwaite' s approxi mati on does not make use of the assunption that
variance of CPUE was a power function of the nean. When this assunption is
valid, it nmay be possible to use it to inprove the estinmate of df in
Equation 23 by substituting estimates of variance cal cul ated using the power
function relationship in place of the sanple variances. |t may al so be
possible to extend the robust weighted nmethod of Carroll and Ruppert (1982) to
take into account that the true underlying variance of CPUE nay plausibly

equal zero and that the sanple variance of CPUE may frequently equal zero
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Ei t her of these nethods may be nore powerful than the method used in this
paper.

Alternative tests and methods coul d be conpared in sinulations using
criteria such as power, robustness, control of type | error rates, bias,
variance, nmean-squared error, and conputational speed. The bootstrap, maxinmm
l'i kel'ihood, and iteratively reweighted | east squares nmethods nay be
conputationally slower than the method used in this study, so that conparisons
may need to be done using fewer geographic regions (strata) than were used in
this study.

Despite non-nornality, it may be possible to approxi mate the sanple sizes
needed to detect popul ation changes wi thout using sinulation (Tan 1982a: 54).

A test of the assunption that catches have an underlying negative
bi nom al, Poisson, or binomal distribution would be useful. Perhaps the
net hod of Bol'shev and Mrvaliev (1978), which increases the power of a
chi -square goodness-of-fit test by appropriately grouping the data, could be
extended so that it is applicable despite the variability of fishing effort
fromhaul to haul and despite possible changes in fish density between strata
and years.

Further investigation of appropriate ways to quantitatively nodel the
density dependence of geographic and statistical distributions of fish species
and age groups may suggest inprovenments to the sinmulation nodel used in this

st udy.
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APPENDI X A
UNCONTROLLABLE TYPE | ERRORS DUE TO A NONLI NEAR TRANSFORNVATI ON

Table A-1 illustrates the uncontrollable type | errors which can result
fromthe use of the popular nonlinear variance-stabilizing transformation
| og( CPUE+l ), especially when interaction terns are present; Use of this
transformation is reviewed in Geen (1979: section 2.3.9). A though not
reported here, excessive type | error rates of similar nagnitude occurred when
interaction terns were present and a rank or power transformation was used in

pl ace of | og(CPUEH).

The null hypothesis (Equation 161, paraneters, and nethods used to

generate Table 10 were also used to generate Table A-1, except the val ues
| ogl O CPUE+l ) were substituted for the CPUE values in the ANOVA cal cul ations,

an ordinary F-test was used, and Equation 20 was changed so that

(33)

o
1
o1 H

diqu

i=1

for each gq. In the case without the presence of geographic region by year
interactions, the values of MESTiju for 1-yr-old walleye pollock calculated
from 1980 data (Table 6) were substituted for the values of MESTiju cal cul ated
from 1981-82 dat a.

For the case with interactions, the actual counts of type | errors used
to calculate the probabilities in Table A-1 were significantly different from
the expected 5%error rate at greater than the 99.99% | evel (G=4449, df-15).

Al though the counts of type | errors for the case without interactions also

were significantly different fromthe expected 5% error rate at greater than

N
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Table A-1 .--Predicted probabilities of a type |I error* for an ordinary F-test
applied to catch per unit effort (CPUE) values of 1-yr-old walleye
pol l ock transforned using the function | og(CPUE+ ), as a function
of the presence or absence of geographic region by year
interactions, the total population density of 1-yr-old walleye
pol I ock, and annual sanple size.

Type I error prbbability (%)

Population Sample
density - size With Without
(no./10,000 m2) (hauls/year) interactions interactions.

25.6 60 14.75 20.50

120 .. 16.25 17.00

180 15.00 15.00

81.0 60 12.50 10.25

: 120 o 13.75 5.50

180 14.75 7.00

256 60 15.75 " 4.50

- 120 o 17.75 6.00

180 21.75 6.25

810 60 21.50 2.00

' 120 33.25 2.00

180 46.75 2.25

2560 60 38.75 1.50
120 64.25 0.50

180 - 75.25 1.25

of

*A type | error is defined as rejecting the null hypothesis when the null:
hypothesis is true. The null hypothesis was that there was no change in
total annual population size in the survey area. An F-test with a nomnal
significance level of 95% was used in conjunction with ordinary two-way
anal ysis of variance. Each probability was estinmated using 400 replicates.
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the 99.99% | evel (G=360.4, df=I5), the smaller G statistic i ndicates that the
departures from the expected rate were less drastic. This shows that the
presence of two-way interactions were one major cause of uncontrollable type |
errors when this nonlinear transformati on was used. Nonet hel ess, the
transformation | og(CPUE+l ) is not recomended for this data, because of the
problens with incorrect type | error rates even when interactions were not

present .
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APPENDI X B

COVPUTATI ONAL FORMULAS FOR THE METHOD OF BROAN AND FORSYTHE

Brown and Forsythe (1974a) presented their method using orthonornma
contrast coefficients. However, in this Appendix it is shown that it is not
necessary to actually calculate the orthonormal contrast coefficients. It is
assuned that the null hypothesis being tested is that no changes in tota
popul ation size occurred between years (Equations 16 and 19). The fornul as
derived, however, can be easily generalized to test other null hypotheses: for
instance, 'that there are no changes in total population size between
geographi c regions, or that there are no geographic region by year
interactions in total population size. The fornulas derived can al so be used

in the nethod of Rubin (1982: section 4.2(iv)) described in Appendix C

Let n be the total number of sanples i.e., in this study
I J ‘ . : : , .
n = z I njjy - l (34)
i=1  j=1 :
The general linear nodel can be expressed in the form (Searle 1971: 164)
Y= Xb+e, (35)

where Y is an n by 1 matrix of observed val ues of the dependent variable, Xis
an n by p dinmensional design matrix, b is a p by 1 dinensional matrix of
paranmeters, and e is an n by 1 dinensional nmatrix of random"errors." Let r
equal the rank of X, it is assumed that r < p. Letb be the |east squares
estimate of b. In this study b is the vector of paraneters in Equation 17,

i.e.,

~

Preceding Page Blank i
' ’ i
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b' = (ay,biyree+rdIusCiure+erCaurd11urdause«rdrgu) (36)
and
p = IxJd + I 4+ J + 1 = (I+1) x (J+1) . (@37

Let K be a matrix such that the elenents of Kb are a linearly

i ndependent subset of the elements of b. For exanple, if

K = (EI+3'-EI+4""V’EI+J+1) l' 7 (38)

where E is a p by 1 dinensional vector, with one inits i'™ entry and zeros

el sewhere, then
K'b = (czu'-co'CJu)' (39)

is a vector of linearly independent elenents of b. In addition, Kb is

esti mabl e because of the constraints expressed by Equations 18, 20, and 21
(Scheffe 1959: section 1.4, especially theorem 4). The constraints expressed
by Equations 18, 20, and 21 can be reexpressed using a matrix equation of the

form
Pb=(0.m 0", (40)

where p is a p by (1+J+2) dinmensional matrix of appropriate constants.A p b y
(p-r) dinensional matrix P is formed by choosing p-r linearly independent

colums of P in such a manner (Searle 1971: 21-22) that all rows-of the matrix

§ = (41)
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are linearly independent (a convenient conputational forrmula for X X will be

given in Equation 48). Matrix P satisfies an equation sinmilar to Equation. 40;

i .e.,
Pb=(0...0". (42)

The matrix P'b is not estimable (Searle 1971: section 5.7a). [f 1=4 and J=3

then an exanple of a P which could be used in this study is

pP=(011110000 0 0 0 0 0 0 0 00 0 O (43)
000001110 0 0 0 0 0 0 0 0000
0000000601 0 0 0O 1 0 0 0 1000
000000000 1 0 0 0 1 0 0 0100
000000000 O 1 0 0 0 1 0 0010
000000000 O 0O 1 0 0 0 1 0001
00000000A1A2A3A400000000
000000000 0 0 0 AyBAy A3 A4 000 0f .

In this Appendix, let Ghe a p by p dinensional natrix equal to the upper |eft
submatrix of S-I ; matrix Gis a particular generalized inverse of X X (Searle
1971: section 1.5). Since Sis symetric, so is S|, which inplies that Gis'
symetric and G= G. It is suggested that the nethod used to calculate S*
include a test of whether Sis algorithmcally singular, as did the I MSL
(1982) subroutine LEQ S used in this study. If the test indicates S is
algorithmcally singular, then the rows of S are effectively linearly
dependent, which may indicate that the matrix P was incorrectly chosen. If a
suitable matrix P does not exist which causes the rows of Sto be linearly
i ndependent, then the nethod of Searle (1971. section 5.6a) may be
appropriate, but such a problemdid not arise in this study and this
alternative was not investigated

Once G has been calculated, the | east squares estinate of b satisfying

the constraints inposed by Equations 18, 20, and 21 is given by (Searle 1971:
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table 5.13 and section 5.7a)

b =GX'y . (44)

The null hypothesis can be expressed in the form

K'b = (C2u,|-t,CJu)' = (0 e 0)'- (45)

|f Equation 45 is true, then Equation 18 inplies also that cl, = 0. One
possi bl e nunerator sum of squares for an F-test of the null hypothesis is

(Searle 1971: 192)

Q0 = Y'XG'K(K'GK)~1K'GXx'Y . : (46)

For ordinary analysis of variance, it can be proven that there exists an (| x

J) by p dinmensional matrix Z such that

m'NZ = Y'X , ‘ . (47)

where mis the (I x J) by 1dinmensional vector of the sanple means in each
ANOVA cell, and Nis the (I x J) by (I x J) dimensional matrix with the nij
along its diagonal and zeros elsewhere. The matrix Z consists of all the
unique rows of X; i.e., Z can be determned from X by elimnating all rows of
X which are duplicates of any other row. \Wen calculating S using

Equation 41, it is convenient to note that

XX =2ZN . (48)

If I = 4 and J = 3, then an exanple of Z of the type used in this study is
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Zz=[110001001000000000 0 O (49)
101001000100000000°00
10010100001000000000
10001100000100000000
11000010000010000000
1010001000000 100000°0
10010010000000100000
1000101000000001000°0
1100000100000000 1000
10100001000000000 100
10010001000000000010
[1000100100000000000 1]

Equations 46 and 47 inply that

Q = m'NZG'K(K'GK)"'K'GZ'N'm . (50)

If (KGK)" is positive definite, which was the case in this study, then there

exi sts a nonsingular square matrix R (Searle 1982: 206). such that

RR' = (K'GK)™T . ' ' (51)
It can be proved that

(rR")=1R=1 = x'GK. . (52)
Let

T = NZG KR . (53)
Then Equations 51 and 53 inply that

T = NIGKK X)-‘K&Z N . (54)

Equation 54 is a convenient conputational fornula for TT', because it is
unnecessary to calculate T and only the operations of matrix multiplication
transposition, and inversion are used. Al though Brown and Forsythe (1974a:

section 4) used a different notation, in effect they required that the



80

eknents of T satisfy the conditions for orthonormal contrast coefficients; T
does satisfy these conditions, as is proved bel ow.

First, it is proved that the elements of T-satisfy the conditions for
contrast coefficients. In the remainder of this paragraph, it is assumed that
mis an (I x J) by 1 dinensional vector with each el enent equal to one and
that Y is an n by 1 dinensional vector with each el enent equal to one. The

el enents of T satisfy the condition for contrast coefficients if

mT=(0. .. 0. (55)

Equations 47 and 53 inply

m'T = m'NZG'KR = Y'XG'KR = (GX'Y)'KR . (56)

From Searl e (1971: 80, equation 20) , it is known that the |east squares

solution b corresponding to Y nust satisfy the equation

XXo = XY . 57)

Now Equations 17, 35, and 36 inply that each element of the first colum of X

is equal to one, which means that

XEl =Y (58)
which in turn inplies that
X XEl = XY ; (59)

l.e., that E satisfies the condition for 2 given by Equation 57. In
addition, setting b = El satisfies the constraints inmposed by Equations 18

20, and 21. This inplies that

b = E (60)
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is the unique solution satisfying these constraints (Scheffe 1959:

section 1.4). Consequently, Equation 44 inplies that

E, = &XY. (61)

Equation 38 inplies that

(§)*K=(0. .. 0) . (62)

Then conbi ning Equati ons 56, 61, and 62 we have

m'T= (GXIY)'KR= (E1)lKR= (0 s e O)R'_‘ (0 oo 0)' (63]

whi ch shows that the condition for contrast coefficients given by Equation 55
is satisfied.

It is next proved that the elenents of T satisfy the condition for

orthonormality; i.e., that

NIt =1, (64)
where, in this paragraph, | represents the identity matrix of appropriate
dinension. It is known that the G used inthis study satisfies the second

Penrose condition (Searle 1971: 2317 i.e.,

GX'XG = G . (65)

Maki ng use of the fact that this G= G and that N= N, and using

Equati ons 48, 52, 53, and 65, we have
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which shows

-82

(R'K'GZ'N'")N"T(N2G'KR) = R'K'GZ'(N'I)ZG'KR

R'K'GZ' (N)Z(G)KR = R'K'G(Z'NZ)GKR.

R'K' (G)KR

R'K'G(X'X)GKR = R'K'(GX'XG)KR

R'(K'GK)R = R'(R")"TR"1R = 11

I,

that the condition for orthonormality is satisfied.
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APPENDI X C
COVPUTATI ONAL FORMULAS FOR THE METHCD OF RUBIN

Equations 22, 23, and 54 can be used in the method of Rubin (1982:
section 4.2(iv)) and Rubin (1983: equation 5). However, instead of assuning
that the df of the nunerator of the F statistic in Equation 22 equals J-1 as
in the nethod of Brown and Forsythe (1974a), the df of the nunerator is

assumed to equal

[trace(TT v)1°

DFN (67)

trace( [TT'I;")

)2

-
o~
[ ]

2
£i5 ¥ [854417/ny4

1 j=1

™~ H
n Mg

[Rij] x [Cy5]
13
where Rij equals row [I x (G-1) +i] of TT'V, and G j equals colum

[l x -1 + i1 of TT'V If J =2, then it can be proved that DFN = 1 (Rubin
1982: section 4.2, equation 24). Since in general DFN is not an integer, it
is appropriate to use |MSL (1982) subroutine MDFDRE to eval uate the
significance of the F statistic in Equation 22. |f the denom nator of

Equation 67 is < 0, then DFN can be set equal to J-I.
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